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Introduction
The suicide rates vary substantially among 
different countries and regions.[1] Over 800,000 
completed suicide deaths occurred worldwide 
annually.[1] In Iran, the estimated rate of 
completed suicide for both sexes was about 
5 per 100,000 population.[2] Due to the ethnic 
diversity and socioeconomic heterogeneity in 
Iran, there is a substantial difference in suicide 
rates across the country. Recent data show that 
Kermanshah province, the most populated 
western province of Iran, with 13.74/100,000 
population has the second highest suicide 
mortality rate in the whole country.[2] Thus, 
detailed analysis of the suicide mortality 
rate in the Kermanshah province is of great 
importance.[3,4]

Determining the temporal and seasonal 
trends of disease helps identify different 
spatial patterns over time and improves our 
understanding of the environmental, social, 
and economic risk factors affecting the 
distribution of disease.[5‑9]

Time series analysis of suicide mortality 
has gained attention in the past two 
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decades. It can be used to identify any 
persistent pattern in the suicide time 
series, such as an upward or downward 
movement  (trend) or a pattern that repeats 
periodically  (seasonal variation). For 
instance, some studies have reported 
constant levels of suicide rates over time[10] 
while other studies have reported either 
downward or upward trends.[11‑13] Moreover, 
a statistical model for a time series analysis 
of suicide rates can describe the underlying 
generating process of the data by a set of 
assumptions and relationships and reveal 
the complex etiology of suicide.[14,15] The 
model can be used to obtain forecasts of 
future suicide rates and the corresponding 
prediction intervals with a given level of 
confidence.[16]

The main purpose of this study was 
to conduct a time series analysis on 
the monthly completed suicide rates in 
Kermanshah province, from March 2006 
to September 2013. The study tries to 
find an appropriate time series model 
that can adequately explain variations in 
the monthly suicide rates and detect any 
statistically significant feature in the data. 
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The study period of 2006–2013 was chosen because the 
suicide mortality data were available to the authors only for 
these years at the time of conducting the study.

Methods
Ethics statement

This study is based on the digital file of completed suicide 
mortality records obtained from Kermanshah's provincial 
forensic medicine organization  (FMO). The data were 
anonymized and de‑identified before usage, and hence, no 
informed consent was required for this work. Furthermore, 
other aspects of ethical issues have been completely 
observed by the authors. The study protocol was reviewed 
and approved by the Research Committee of Hamadan 
University of Medical Sciences (No. 9107252601).

Data source and preparation

According to Iranian law, all deaths due to suspicious 
causes must be referred to the FMO centers and examined 
by forensic pathologists to determine the cause of death. 
The monthly frequencies of completed suicide mortality in 
Kermanshah province were extracted from suicide records 
registered in the digital file of the FMO mortality records 
that occurred from March 21, 2006, to September 22, 2013. 
Deaths of nonresidents of Kermanshah province were 
excluded from the study. The frequencies were converted 
to rates per 100,000. For this purpose, the number of 
completed suicide mortality in each month was multiplied 
by 100,000 and then considered as the numerator and the 
estimated population in the same year that reside in the 
province as the denominator. Estimates of yearly population 
were obtained from the Statistical Center of Iran.

A sequence of 90  monthly completed suicide rates, 
y1, y2, …, y90 was obtained and formed a time series 
[Figure 1, upper panel]. The Box‑Cox transform was applied 
to the series to stabilize the data variance.[17,18] The presence 
of a stochastic trend (unit root effect) was examined by the 
augmented Dickey–Fuller unit root test[18] and seasonality 
were assessed by estimated spectral density function of 
the series.[17] Seasonality is the component of time series 
behavior that repeats on a regular basis, such as 1 year.[17,18]

Exponential smoothing state‑space models

The observed time series of monthly suicide rates { }90

1
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was decomposed into three components: Trend or the 
long‑term direction of the series, Tt, Seasonality or a pattern 
that repeats with a known periodicity, St, and random errors, 
ϵt, with constant variance σ2.[17,18] There were five different 
choices for the trend term: a simple level (no trend), 
Tt = ℓ, an additive trend Tt = ℓ + bt with slope b, a damped 
additive trend Tt = ℓ + b (φ + φ2 + + φt) with damping 
parameter 0 < φ <1, a multiplicative trend Tt = ℓbt and a 
damped multiplicative trend Tt = ℓb (φ + φ2 + ... + φt). For 
the seasonal term St, three different types of no seasonality, 

additive seasonality, and multiplicative seasonality were 
possible. In addition, it was possible for the error term to 
be included either additively or multiplicatively.[16] Thus, 
there were 30 different formulations for Tt, St and ϵt; 
from a purely additive model yt  =  Tt  +  St + ϵt to a purely 
multiplicative model yt = Tt × St × ϵt and other combinations, 
such as yt = (Tt + ϵt) × St. Each of these 30 potential models 
corresponds to an exponential smoothing state‑space 
model.[16] For example, a model with no trend  (Tt = ℓ), 
no seasonality and additive error corresponds to simple 
exponential smoothing, while a model with additive trend, 
multiplicative seasonality, and additive error corresponds to 
the Holt–Winters’ multiplicative smoothing method.[18]

To find the best‑fitting model for the monthly suicide 
data, all 30 exponential smoothing state‑space models 
with different types of trend, seasonality, and error were 
fitted to the data. The unknown parameters of the models 
were estimated by maximum likelihood method and the 
model with the smallest value of the Akaike information 
criterion  (AIC) and the Schwarz’s Bayesian information 
criterion (BIC) was selected as the best‑fitting model among 
competing models. Then, the model residuals were obtained 
by subtracting the observed values from the expected values 
from the best‑fitting model. If the fitted model adequately 
explains all statistically significant features of the data, 
the model residuals are expected to have no significant 
feature, including trend, seasonality, serial correlation, 
and variance heteroscedasticity. The serial correlation 
of the model residuals was checked using portmanteau 
Ljung–Box Q‑test for white noise  (goodness‑of‑fit 
statistic) and autocorrelation function  (ACF) plot of 
residuals. The Shapiro–Wilk test was used to investigate 
the normality assumption of the model residuals. The 
autoregressive conditional heteroscedasticity  ‑lagrange 
multiplier  (ARCH‑LM) test was performed for ARCH 
effect in the model residuals. Finally, the best‑fitting model 
was used to obtain the 6  months ahead out‑of‑sample 
predictions and their corresponding prediction intervals for 
the monthly suicide rates in the Kermanshah province from 
October 2013 to March 2014. All analyses were performed 
at 0.05 significant levels using the R package “forecast” 
developed under the statistical programing language R.

Results
The power parameter of the Box‑Cox transform was 
estimated to ˆ 0.838 =  which suggested no variance 
stabilizing transform. The augmented Dickey–Fuller unit 
root test rejected (with Z  (t) = −5.392 and approximate 
P  =  0.010) the null hypothesis of the presence of a 
stochastic trend. Thus, there was no need for differencing. 
Most of the suicide cases happened in August. The peak 
of the estimated spectral density function at frequency 1 
indicated a 1 year (12 month) cycle or seasonality in the 
data [Figure 1, middle and lower panel].
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the 95% confidence limits, and P  of the portmanteau 
tests were  >0.05 for the first 10 lags, indicating no 
serial correlation in the model residuals  [Figure  3]. The 
Shapiro–Wilk test confirmed the normality assumption 
of the model residuals  (W  =  0.981, P  =  0.222). The 
ARCH‑LM test was performed on the residuals of the fitted 
model did not reject the null hypothesis of stability of the 
residuals variance  (χ2  =  6.985, approximate P  =  0.973). 
Therefore, the overall goodness‑of‑fit of the best fitting 
model was evaluated. Finally, the model was employed to 
forecast up to 6  months ahead out‑of‑sample predictions 
for the monthly suicide rate in the Kermanshah province 
from October 2013 to March 2014. Figure  4 shows the 
transformed monthly suicide rates, expected values from 
the model  (in‑sample predictions) and out‑of‑sample 
predictions and their corresponding 80% and 95% 
prediction intervals. Although some discrepancies can 
be seen, observation and the expected values from the 
model follow the same pattern, which means the model 
is successful in describing the time‑series dynamics of the 
data. The 6 months ahead out‑of‑sample predictions for the 
monthly suicide rates and their corresponding prediction 
intervals are summarized in Table 2.

Discussion
Suicide is not only a global public health problem but also 
it has had a worldwide increasing trend during the last 

The best‑fitting model among all competing exponential 
smoothing state space models, was the model with 
no trend  (constant level), additive seasonality and 
multiplicative error (with AIC = 208.45 and BIC = 243.45). 
As suggested by the estimated spectral density function, 
the presence of the seasonal component in the model 
was tested using likelihood ratio test and accepted 
(with X2  =  33.63 and P  <  0.001). The best‑fitting model 
can be expressed regarding the three equations:

Observation yt = ℓt − 1 + St − 12+ (ℓt − 1 + St − 12) ϵt

Level ℓt = ℓt − 1+ α (ℓt − 1 + St − 12) ϵt

Seasonal St = St − 12+ γ (ℓt − 1 + St − 12) ϵt

where ℓt is the series level at time t, St is the seasonal 
component at time t, and 0 < α < 1 and 0 < γ < 1−α are 
smoothing parameters. Figure  2 shows the observation, 
exponentially smoothed level and exponentially smoothed 
seasonal component. Furthermore, estimates of the 
parameters of the best‑fitted model are summarized in 
Table 1.

The uncorrelatedness, normality, and homoscedasticity 
of the model residuals were tested to assess the adequacy 
of the best‑fitting model. The standardized model 
residuals, sample ACF of the model residuals, and P  of 
the portmanteau test for the first 10 lags are plotted in 
Figure  3. The ACF of the model residuals were inside 

2006 2007 2008 2009 2010 2011 2012 2013

0.
5

1.
0

1.
5

2.
0

monthly suicide rates

J F M A M J J A S O N D

0.
5

1.
0

1.
5

2.
0 seasonal plot

0 1 2 3 4 5 6

5e
+0

2
1e

+0
4

5e
+0

5

estimated spectral density

Figure 1: Upper panel: Time series plot of the monthly completed suicide rate. Middle panel: the month plot of suicide rates. Lower panel: The estimated 
spectral density function of the suicide rates
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decades,[1] as well as in Iran.[19] Iran’s western provinces have 
higher suicide rate compared to the other provinces of the 
country.[2] For example, during the past decade, Kermanshah 
had the highest cumulative frequency of completed suicide 
among the Iranian provinces.[20] The present study was 
carried out aiming at exploring an appropriate time series 
methodological approach to models of completed suicide 
rate in the most populated western province of Iran over the 
period from March 2006 to September 2013.

We smoothed the time series data to identify of the 
underlying patterns more obvious.[16‑18] According to our 

result, we had no significant trend but seasonal variations 
in the suicide rates that were identified. Nazari Kangavari 
et  al.[20] fitted ARIMA, exponential smoothing, and 
linear component models to the time series of monthly 
suicide rates in Kermanshah province, as well as Ilam, 
Lorestam and Kohgiluyeh-va-BoyerAhmad provinces. 
They found that the exponential smoothing with no 
trend, additive seasonality, and multiplicative error was 
the best‑fitting model (lowest mean absolute error) for 
series of Kermanshah province. This is in line with the 
best‑fitting exponential smoothing state space model in 

Table 2: The six months ahead out‑of‑sample predictions for the monthly suicide rates in the Kermanshah province 
from October, 2013 to March 2014, along with the corresponding 80% and 95% prediction intervals

Month Forecast Lower 80% 
prediction bound

Upper 80% 
prediction bound

Lower 95% 
prediction bound

Upper 95% 
prediction bound

Oct‑2013 0.9837693 0.6450389 1.3224997 0.4657259 1.501813
Nov‑2013 0.7186044 0.4699217 0.9672872 0.338277 1.098932
Dec‑2013 0.9297288 0.6081189 1.2513387 0.4378689 1.421589
Jan‑2014 0.818639 0.5341004 1.1031777 0.3834747 1.253803
Feb‑2014 0.8685167 0.5662418 1.1707915 0.4062272 1.330806
Mar‑2014 0.7704304 0.5006216 1.0402391 0.3577935 1.183067

Table 1: Estimates of parameters of the exponentially smoothing model with no trend, additive 
seasonal component and multiplicative error fitted to the monthly suicide rates of Kermanshah 

province, 2006‑2013
Log likelihood = ‑90.23 AIC = 208.45 BIC = 243.45

Estimated model parameters
α  = 0.0711,γ  ̂  = 0.0001 1  = 0.9615, σ̂  = 0.2687
Ŝ1 = -0.2397 Ŝ2 = -0.1416 Ŝ3 = -0.1915 Ŝ4 = -0.0804 Ŝ5 = -0.2915 Ŝ6 = -0.0263
Ŝ7 = 0.0131 Ŝ8 = 0.2404 Ŝ9 = 0.1853 Ŝ10 = 0.1440 Ŝ11 = 0.2305 Ŝ12 = 0.157
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Figure 2: The observed (upper panel), exponentially smoothed level (middle panel), and exponentially smoothed seasonal component (lower panel) of the 
monthly suicide rates obtained from the best‑fitting exponential smoothing state‑space model
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our work. Exponential smoothing state‑space models refer 
to a particular approach of time series techniques applied 
for a short‑term forecasting which assumes that heaviest 

weight for more recent periods and smaller weight for 
the past periods. This statistical approach is also useful 
for estimating unknown coefficients from a time series 
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Figure 4: The observed, expected values form the best‑fitting model, 6 months ahead out‑of‑sample predictions, and prediction intervals of the monthly 
suicide rates in Kermanshah province
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Figure 3: Standardized residuals of the best‑fitting model (upper panel), autocorrelation function of the model residuals (middle panel), and P values of 
the portmanteau goodness‑of fit test for the first 10 lags (lower panel)
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and monitoring forecast errors.[16] This framework is 
expanded in Hyndman et  al.[21] and shows how models 
can be automatically selected for a given time series data. 
Those showed that all exponential smoothing methods 
(including nonlinear methods) were optimal forecasts from 
innovation state‑space models.[16,21]

National time trend analysis of major causes of 
disability‑adjusted life‑years showed increasing trend 
in suicide between 1990 and 2010,[19] this finding was 
concordant with another time trend study of suicide mortality 
in Iran.[2] Despite the fact that attempted suicide trend in 
rural areas of Kermanshah province was decreasing during 
2000–2006;[22] the incidence rate of completed suicide in 
Kermanshah province was slightly increasing trend during 
2006–2011,[23] but we found no statistically significant 
trend variations in this time series over the study period, 
and hence, we fitted an exponential smoothing state‑space 
model to data with the constant level. In other part of the 
country, for example, the time trend of suicide incidence in 
the southwest of Iran was decreasing for women and was 
increasing for men over the captured period, however these 
trends were not statistically significant.[24] In Tehran, capital 
of Iran, the trend of deliberate self‑poisoning was increasing 
during 2006–2011.[25] Future studies with long‑time period 
could also reveal significant trend behaviors in an Iranian 
suicide data.

Study of seasonality pattern of suicide in Iran has been 
received little attention. During the period of study, a 
significant seasonal variation was detected in completed 
suicide cases with a peak in August (more detailed can be 
obtained from the Figure  1, middle panel). This finding 
was in line with a recent study in four most suicide 
prevalent provinces that the highest suicide rate happened 
in July and August.[20] In addition, in Iran, the highest 
and the lowest number of completed suicides happened 
in warm and cold seasons, respectively and the difference 
between these two seasons was statistically significant.[26] 
For example, in Mazandaran province, seasonal pattern 
of attempted suicide cases recorded by emergency wards 
of all hospitals were examined, which the results showed 
the highest rates of attempted suicide were in June and 
November, and the lowest rate was in the winter.[27] Other 
studies that examined suicide seasonality pattern in Ilam 
province showed that significant suicide seasonality was 
observed with one peak in the spring and one in the 
autumn.[28,29] Furthermore, another study reported the 
relationship between completed suicide and seasons of 
the year in south of Iran.[30] In Italy, Preti and Lentini[31] 
fitted the exponentially smoothing state‑space model to 
monthly number of suicides from 1969 to 2003 and found 
significant trend and seasonality in the suicide data. In 
addition, this statistical model has been used to evaluate 
the trend of body mass index in Australia;[32] breast cancer 
mortality in Australia,[33] and in the United States and 
England.[34]

Limitations and strengths

This study had several limitations. First, like any other 
studies addressing suicide rate, there was the possibility 
that the number of the completed suicide had been 
underreported. Second, to avoid potential sparse data biases, 
we ignored gender‑based time series model‑building and 
forecasting. Third, due to restrictions in data availability, 
we analyzed the short period of seven and half years in our 
study. Despite its limitations, one of the most strengths of 
the present study is that it is the first study in Iran which 
uses exponential smoothing approaches to mathematical 
modeling the completed suicide rate. Other most strengths 
of this analytical study was using a state‑space approach 
to forecast suicide mortality which allows the possibility of 
a seasonal component, thereby providing greater accuracy 
when forecasting completed suicide mortality. Finally, 
we have presented a better alternative modeling and 
forecasting approach to the classic time series models such 
as an ARIMA (p, d, q) model.

Conclusions
Since suicide is a multidimensional and complex problem, 
all governments and individuals of society are required to 
cooperate with one another to tackle this issue. Therefore, 
fulfilling various studies to clarify whole aspects of suicide in 
western provinces of the country seems necessary. Regardless 
of these issues, we found no statistically significant trend 
in the suicide rate and provided an appropriate time series 
model for monthly suicide rate for the study period. In 
overall, exponential smoothing state space model provides a 
useful statistical approach for the purpose of analyzing the 
rates of suicide mortality. This approach enables to detection 
of statistically significant variations hardly detectable through 
classic time series models. However, additional data from 
other parts of the country with longer duration are needed 
to estimate the general trend of suicide in Iran and identify 
seasonality of suicide across the country.
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