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Introduction
As the major cause of morbidity and 
mortality,[1] cardiovascular diseases (CVDs) 
are considered an issue in many countries 
around the world.[2] “CVDs include a 
wide range of conditions that affect the 
heart, blood vessels, and the way the heart 
pumps the blood and flows around the 
body”,[3] including coronary heart diseases, 
cerebrovascular diseases, peripheral 
arterial diseases, rheumatic heart diseases, 
congenital heart diseases, and deep vein 
thrombosis and pulmonary embolism.[1] In 
general, risk factors associated with CVDs 
are classified into two categories: modifiable 
and non‑modifiable factors. Non‑modifiable 
factors refer to factors that cannot be 
changed or controlled, such as age, gender, 
and family history of CVDs. Modifiable 
factors refer to those factors that can be 
changed or controlled, such as abnormal 
levels of blood lipids, hypertension, 
diabetes, cigarette consumption, obesity, 
and excessive weight, little physical 
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to predict MI % 75.28 and 77.77% in terms of accuracy and sensitivity, respectively. The results 
also revealed that cigarette consumption, addiction, blood pressure, and cholesterol were the most 
important risk factors in predicting the probability of getting involved with MI, respectively. 
Conclusions: Predicting studies aim to support rather than replace clinical judgment. Our prediction 
models are not sufficiently accurate to supplant decision‑making by physicians but have considerable 
tips about MI risk factors.
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activity, excessive consumption of alcohol, 
stress, and unhealthy nutrition.[4‑6] By 
being aware of the significance of these 
risk factors and identifying individuals 
susceptible to CVDs, the incidence of 
such diseases can be to a certain extent 
prevented. Considering the importance of 
this issue, significant achievements have 
been made so far in the area of diagnosis 
and treatment of CVDs; however, because 
of the heavy burden that these diseases 
place on society in economic and healthcare 
terms, continuous research is needed to be 
conducted in this respect. Multiple studies 
have demonstrated that computational 
predictive approaches play pivotal roles 
in the identification and prediction of 
the probability of suffering from CVDs. 
Moses et al. (2018)[7] managed to predict 
heart attack using a Linear Regression 
algorithm with an accuracy of 81%. 
Using the support vector machines (SVM) 
algorithm, Mukherjee et al. (2017)[8] 
managed to predict heart diseases with 
an accuracy of approximately 85%. 
Seenivasagam and Chitra (2016)[9] managed 

Access this article online

Website: 
www.ijpvmjournal.net/www.ijpm.ir
DOI: 
10.4103/ijpvm.IJPVM_504_20

Quick Response Code:
This is an open access journal, and articles are 
distributed under the terms of the Creative Commons 
Attribution‑NonCommercial‑ShareAlike 4.0 License, which 
allows others to remix, tweak, and build upon the work 
non‑commercially, as long as appropriate credit is given and 
the new creations are licensed under the identical terms.

For reprints contact: WKHLRPMedknow_reprints@wolterskluwer.com

[Downloaded free from http://www.ijpvmjournal.net on Saturday, January 7, 2023, IP: 176.102.243.131]



Rahimi, et al.: Predicting the risk of myocardial infarction

International Journal of Preventive Medicine 2022, 13: 1582

to predict MI using the particle swarm optimized neural 
network algorithm with an accuracy of 89.61. With an 
accuracy of 100%, Dangare and Apte (2012)[10] managed 
to predict CVDs using the neural network model. Using 
the Naïve Bayes algorithm, Rajkumar and Reena (2010)
[11] managed to diagnose heart diseases with an accuracy 
of 52.33%. Using K‑means and MAFIA algorithms, 
Patil and Kumaraswamy (2009)[12] managed to develop 
patterns to predict the occurrence of heart attacks. Using 
a combination of neural networks and genetic algorithms,  
Amin (2013) managed to predict heart diseases based on 
the risk factors of this disease.[13] In general, a large volume 
of data is gathered in the area of healthcare. However, this 
size of data has not been effectively mined to detect hidden 
data and take more optimal decisions.[14,15] In line with this, 
data mining techniques can be tapped into as an efficient 
method to extract hidden patterns in a large volume of 
medical information.[14] Considering the significance of 
CVDs and the ability of data mining to extract hidden 
patterns from among a large volume of data in the area 
of healthcare, the present study aimed at predicting the 
development of myocardial infarction (MI) using numerous 
supervised data mining techniques and based on the risk 
factors of this disease.

Methods
Ethics

The patients’ information was de‑identified and 
confidentiality and privacy of the patients’ information 
were maintained in all steps of the study. Also, this study 
was ethically approved by Shiraz University of Medical 
Sciences (Approval No. IR.SUMS.TEC.1396.S218).

Study design and dataset

The present study is an exploratory data mining exerted on 
retrospective medical data. The data had been collected via 
a checklist from the medical files of patients visiting Rajaei 
Heart Hospital in 2013. The dataset included 350 records 
(200 patients and 150 People without MI) and 40 different 
variables. By people without MI in the study, it is meant 
individuals with whom the existence of MI had been 
rejected considering the information mentioned in their 
medical records. By patients, it is meant individuals with 
whom the presence of MI had been confirmed considering 
the information mentioned in their medical records.

Data analysis

After data preparation (cleaning and normalizing the data) 
using the Microsoft Excel software, there were 14 variables 
in our dataset. Different classification algorithms were 
applied in IBM SPSS Modeler (Clementine 14.2) software 
on the prepared data; and, power of the applied algorithms 
and the importance of the risk factors in predicting the 
probability of getting involved with MI was calculated in 
the mentioned software. To evaluate the performance of the 

models, we focused on the “Accuracy” and “Sensitivity” 
measures. The stages of the procedure are shown in 
Figure 1.

Data preparation and modelling

The type and quality of the dataset used in the process 
of data mining affect the performance of data mining 
techniques.[16] Therefore, variables with high missing 
values (more than 50 percent of the data of each variable) 
were completely eliminated at the data preparation stage. 
Then, the data records of each patient were separately 
examined. The data belonging to some patients had plenty 
of missing values. For the reliability of the model, there 
were no other options but eliminating these records. 
Ultimately, by minimizing the missing values in each 
dataset, the mean values existing for each variable were 
calculated to use instead of the empty fields belonging 
to that variable. In the end, there were 274 records of 
normalized data, including 129 patients and 145 people 
without MI, and 14 variables in our dataset. Of these, 
13 variables are the predictor variables [Table 1].

In this study, the effort was made to conduct the data 
cleaning, preparation, and modeling stages on the basis of 
the existing documents in the field of medicine. Therefore, 
variables with consecutive values were discretized based 
on the risk factors associated with CVDs classified by the 
National Institutes of Health (NIH) publications and the 
WHO.[17‑19] Table 1 shows the method of discretization of 
these variables.

To develop the models, the four algorithms of the neural 
network, k‑NN, Bayesian network, and decision tree were 
used. Then, the models resulting from the algorithms were 
combined together and the integrative model was developed. 
The four mentioned algorithms are supervised algorithms 
that are suitable for predictions in the field of health.[20,21]

• Neural network: It is a non‑linear technique that works 
like a black‑Box (It is difficult to see what happens in 
the prediction process)

• K‑NN: It is a non‑parametric classification method that 
predicts the class of each sample based on the class of 
its K nearest neighbor instances.

• Bayesian network: It is a probabilistic model that 
uses Bayesian inference computations to classify each 
sample.

• Decision tree: The decision tree algorithm works in 
a tree‑like structure and classifies the instances by 
arranging them from the root to the leaves.

Before developing the models, a feature selection has been 
conducted. Then the data were clustered using the K‑means 
algorithm. The results as to which data were placed in 
which cluster were recorded as a new field in the applied 
dataset and used in the modeling. Then, using the SPSS 
Clementine software, the data were classified into two 
partitions: training data (70%) and testing data (30%).
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After the models in mind were developed, the accuracy, 
precision, sensitivity, and specificity of the models were 
achieved using 10‑fold cross validation. Then, the results 
obtained from each method were interpreted and the most 
important predictors were determined from the point of 
view of the applied models. To evaluate the performance 
of the models, we focused on the “Accuracy” and 
“Sensitivity” measures.

Results
The data employed in the modeling consist of 129 (47%) 
records for the patients and 145 records for the People 
without MI (53%). The majority of data were for 
males (58%). The mean age (standard deviation) was 
57 (10.66) and 60[11,12] years for the patients and the people 
without MI, respectively. The basic characteristics of the 
study participants have been provided in Table 2.

From among the algorithms used for modeling, k‑NN, 
Bayesian network, decision tree (C5), and neural 
network algorithms managed to predict MI with an 
accuracy of 75.28%, 69.66%, 64.04%, and 51.69%, 
respectively [Table 3]. The rules obtained from the C5 
algorithm have been provided in Table 4.

The accuracy of the model resulting from mixing the above 
said algorithms was equal to 73.03%, which was less than 
the value achieved for the k‑NN algorithm.

Based on the Bayesian network algorithm, the following 
variables were the most important predictors of MI, 
respectively: cholesterol (0.14), triglyceride (0.12), 

hypertension (0.10), cigarette consumption (0.09), 
addiction (0.08), DLP (0.08), diabetes (0.07), age (0.07), 
family history of CVDs (0.07), and HDL (0.06) [Figure 2a]. 
The C5 algorithm too showed that the following variables 
were the most important predictors of cardiac infarction, 
respectively: history of cigarette consumption (0.23), 
hypertension (0.22), addiction (0.19), age (0.18), and 
triglyceride (0.18) [Figure 2b]. The results obtained 
from the k‑NN algorithm showed that the following 
variables were the most important predictors associated 
with cardiac infarction, respectively: history of cigarette 
consumption (0.09), hypertension (0.09), BMI (0.09), 
LDL (0.08), cholesterol (0.08), DLP (0.08), HDL (0.08), 
age (0.08), and diabetes (0.08) [Figure 2c]. The neural 
network algorithm revealed that the following variables 
were the most important predictors of cardiac infarction, 
respectively: history of cigarette consumption (0.33), 
LDL (0.17), addiction (0.14), cholesterol (0.09), 
HDL (0.08), triglyceride (0.06), DLP (0.03), age (0.03), 
BMI (0.02), and hypertension (0.02) [Figure 2d].

Table 5 shows that by applying the mean on the results 
of the four algorithms used, the variable “cigarette 
consumption” was the most important predictor of MI.

Discussion
Considering the significance of CVDs and the capability of 
data mining to extract hidden patterns among a large 
volume of data in the field of healthcare, the present study 
aimed at predicting MI by using various supervised data 
mining techniques based on the risk factors of this disease. 

Figure 1: The stages of the procedure
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The results of the present study [Table 5] showed that from 
among the risk factors associated with CVDs, the following 

variables were the most important predictors of MI, 
respectively, such as cigarette consumption, addiction, 
hypertension, cholesterol level, DLP, LDL, triglyceride 
level, HDL, diabetes, BMI, and family history of CVDs. 
The results of the study have also shown that the variable 
“gender” was not effective in predicting MI in terms of 
each of the algorithms used. The present study also showed 
that from among the algorithms used in this study, the 
algorithm k‑NN with an accuracy of 75.28% was the most 
powerful algorithm for predicting MI. In other words, this 
algorithm is in general able to have a proper prediction of 
the occurrence or non‑occurrence of the disease in 75.28% 
of the cases. The algorithm also had a better performance 
compared to other algorithms in terms of each of the 
indexes of sensitivity, specificity, and precision. The power 
of this algorithm in the proper identification of individuals 
that will suffer from MI (sensitivity or recall) is higher 
compared to the proper identification of individuals that 
will not suffer from MI in the future (specificity) (77.77% 
and 72.72%, respectively). Proper identification of 
individuals that will probably develop MI compared to 
proper identification of individuals that will probably not 
develop MI is of much more importance, as such vulnerable 
people can be helped to reduce the probability of 
developing the disease by timely identification of them and 
by training them. However, if such people are not properly 
identified, they will probably not use preventive measures 
or modify their high‑risk behavior. However, if a person is 
likely to be healthy in the future and we wrongly consider 
him/her as a person vulnerable to MI, there will not be a 
lot of risks compared to the previous condition and he/she 
can use training programs and modifiable behavior like 
susceptible people. Therefore, as the most successful 
algorithm in this study, the k‑NN algorithm has been able 
to properly identify people that will develop MI in the 
future in 77.77% of cases. Considering the importance of 
predicting CVDs, numerous other studies have so far been 
conducted in this area. One such study compared the 
performance of the decision tree and neural network in 
predicting the development of MI. The initial dataset used 
in the above study was identical to the initial data used in 
the present study.[22] The difference was, however, the 
method of data cleaning and preparation in the present 
study. In other words, in the present study, after the data 
were cleaned, only 274 records from the initial 350 records 
were used for the modeling. In addition, in the present 
study, the variables were discretized based on the 
classification of risk factors of CVDs as approved by 
prestigious organizations in the area of health and 
treatment [Table 1]. However, in the above said study, 
variables were discretized automatically by the SPSS 
Clementine software. In terms of the factors effective in the 
development of the disease, all the three variables 
introduced in the above said study, including hypertension, 
high levels of blood lipid, and cigarette consumption[14] 
were compatible with the variables introduced in the 

Table 1: Discretization of the applied variables based on 
medical reference

UnitDiscretizationRisk factorID
<45 AgeAge1
45<=Age <55
Age>=55
FemaleGender2
Male
YesFamily 

history
3

No
Underweight: BMI <18.5Body Mass 

Index
4

Normal: 18.5<=BMI <25
Overweight: 25 <BMI <30
Obese: BMI >=30
YesCigarette 

consumption
5

No
YesAddiction6
No

(mg/dL)Normal: TG <150Triglyceride 
value

7
Borderline‑High: 150 <=TG <200
High: 200 <=TG <500
Very High: TG >=500

(mg/dL)Optimal: LDL <100Low‑density 
lipoprotein

8
Near optimal: 100 <=LDL <130
Borderline‑High: 130 <=LDL <160
High: 160 <=LDL <190
Very High: LDL >190

(mg/dL)Low: HDL <40High‑density 
lipoprotein

9
Normal: 40 <=HDL <60
Optimal: HDL >=60
YesDyslipidaemia10
No
YesDiabetes11
No

(mg/dL)Desirable: TC <200Total 
cholesterol

12
Borderline‑High: 200 <=TC <240
High: TC >=240

mmHgNormal or prehypertension: SBP <140Blood 
pressure

13
hypertension: SBP >=140

mmHgNormal or prehypertension: DBP <90
Hypertension: DBP >=90

Table 2: Basic characteristics of the study participants
People with MI People without MI

Age
Mean 57 60
Std. Deviation 10.66 11.12
Min 33 30
Max 91 85

Gender
Male 58 (%21) 101 (%37)
Female 71 (%26) 44 (%16)

Frequency 129 (%47) 145 (%53)
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present study. Meanwhile, in the above said study, such 
variables as FBS, urea, creatinine, and blood type were 
used in addition to the risk factors associated with CVDs.
[22] However, the present study specifically focused on 
determining the importance of risk factors associated with 
CVDs in predicting the development of MI. The results of 
the above said study indicated that the decision tree and 
neural network had the highest ability, respectively, to 
predict the development of MI.[22] Considering the 
difference in the way the present study was conducted 
compared to the above said study (in terms of the type of 
variables used and the method of cleaning and processing 
the initial data), the present study reinvestigated these two 
algorithms in addition to new algorithms. The present study 
not only supported the results of the above said study but 
also introduced the k‑NN and Bayesian Network algorithms 
as the algorithms with higher ability than the two 
algorithms introduced in the above said study, namely, the 
decision tree and the neural network algorithms. Other 
advantages of the present study include the application of 
algorithms on local data. The reason for the importance of 
using local data is that the trend of progress and effect of 

Table 4: Rules achieved based on C5 algorithm and the 
percentage of accuracy of each rule

Rule 
No

Rule Description Rule 
accuracy

1 If an individual is not a smoker, he/she will not 
develop cardiac infarction.

68.6%

2 If an individual has a history of hypertension, 
he/she will not develop cardiac infarction.

68.6%

3 If an individual does not have a history of 
hypertension but is a smoker, he/she will 
develop cardiac infarction.

68.6%

4 If an individual is not addicted, he/she will not 
develop cardiac infarction.

64.3%

5 If an individual has a high level of triglyceride, 
he/she will develop cardiac infarction.

64.3%

6 If an individual is younger than 55 and has a 
history of addiction and hypertension, he/she 
will develop cardiac infarction.

64.3%

7 If an individual is a smoker, he/she will 
develop cardiac infarction.

60%

8 If an individual is addicted but has no 
hypertension, he/she will develop cardiac 
infarction.

63.8%

Figure 2: Importance of the predictor variables

dc

ba

Table 3: Comparing the algorithms used in terms of accuracy, precision, sensitivity and specificity
Specificity=TN/

(TN+FP)
Sensitivity 

(Recall)=TP/(TP+FN)
Precision=TP/(TP+FP)Accuracy=(TP+TN)/

(TP+TN+FP+FN) 
72.72%%77.77%74.46%75.28K‑NN
%63.63%75.55%68%69.66Bayesian Network
%63.63%64.44%64.44%64.04C5
%72.72%31.11%53.84%51.69Neural Network

(TP: True positivea, TN: True negativeb, FP: False positivec, FN: False negatived). aPatients who were properly placed in the class of patients by 
the algorithm. bHealthy individuals who were properly placed in the class of healthy individuals by the algorithm. cHealthy individuals who were 
wrongly placed in the class of patients by the algorithm. dPatients who were wrongly placed in the class of healthy individuals by the algorithm
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the disease can be different among individuals living in a 
certain area compared to those living in other areas. Many 
studies conducted so far on CVDs have used general 
databases available on the World Wide Web. For instance, 
a study conducted on data of the UCI database[23] to predict 
CVDs suggested that Naïve Bayes had a better 
performance (with an accuracy of 85.03%) compared to the 
decision tree algorithm (with an accuracy of 84.01%).[24] 
There was also another study conducted on the data of the 
UCI database to predict CVDs. The results of the study 
showed that Naïve Bayes with an accuracy of 86.53% and 
the neural network with an accuracy of less than 1% 
compared to Naïve Bayes were appropriate algorithms for 
predicting CVDs. However, the decision tree technique was 
the most appropriate method for predicting individuals who 
have no CVDs (89%).[25] The results of this study 
emphasized that an algorithm might be appropriate for a 
particular purpose while it is less efficient than other 
algorithms for other purposes. Another study that was 
conducted to assess risk factors associated with CVDs was 
carried out using the decision tree (C4.5 algorithm). It 
revealed that important risk factors for MI include age, 
cigarette consumption, and hypertension, a finding that was 
compatible with the results of the present study. In this 
study, the highest accuracy for MI was equal to 66%.[26] In 
addition, the results of a study showed that a neural 
network with an accuracy of 100% is more efficient in 
predicting CVDs than the decision tree with an accuracy of 
99.62%.[15] A review study conducted to investigate studies 
in the area of diagnosis of CVDs argued that the decision 
tree and SVM had, in general, more optimal results in 
predicting CVDs compared to other methods of 
classification. This study has suggested not only the 
previous history of the disease, cholesterol, and age, which 
are identical to the risk factors of the present study but also 
other factors including gender, chest pain, FBS, 
electrocardiograph results, and maximum heart rate as the 
effective and reliable factors in predicting CVDs.[27] Based 

on the results of two recent studies, clinical data is not 
lonely enough for estimating the risk of Heart 
diseases (MI[28] and Coronary heart diseases[29]). However, 
Screening is of paramount importance when it comes to the 
identification of cardiac patients at the early stages of 
detection by investigating the existence or non‑existence of 
risk factors associated with the development of these 
diseases in individuals under study. If patients vulnerable to 
the diseases are identified at early stages, the economic 
burden and the rate of mortality induced by CVDs will 
decrease in society.[30] Thus, it is necessary to identify risk 
factors that have a higher share, compared to other factors, 
in the development of such diseases and to identify 
individuals vulnerable to CVDs. This can have a significant 
effect on improving screening programs, increasing 
cost‑effectiveness, and improving the health condition of 
society. Therefore, identification of these factors is of 
paramount importance to policymakers in the area of 
health, as it can concentrate on and invest in controlling 
modifiable risk factors and make society more aware of 
modification of high‑risk behavior relating to CVDs.

In general, knowledge of risk factors associated with 
non‑communicable diseases should be considered as the 
top priority in programs relating to the prevention and 
control of non‑communicable diseases.[31]

Conclusions
Predicting studies aim to support rather than replace clinical 
judgment. Our prediction models are not sufficiently 
accurate to supplant decision making by physicians 
but have considerable tips about MI risk factors. The 
results of this study revealed that cigarette consumption, 
addiction, hypertension, cholesterol level, DLP, LDL, 
triglyceride level, HDL, diabetes, BMI, and family history 
of CVDs were the most important predictors of possible 
development of MI. The results of the study also showed 
that gender was not effective in predicting MI in terms 

Table 5: The mean importance of various risk factors in predicting the probability of development of MI
PriorityAverage importance 

of predictors
Predictor importancee using different algorithmsRisk factorID

Neural NetworkK‑NNC5Bayesian Network
40.090.030.080.180.07Age1
110.000000Gender2
100.020000.07Family history3
90.030.020.0900Body Mass Index4
10.190.330.090.230.09Cigarette consumption5
20.120.140.080.190.08Addiction6
50.070.030.0800.08DLP7
70.050.0600.0180.12Triglyceride value8
60.060.170.0800Low‑density lipoprotein9
80.040.080.0800High‑density lipoprotein10
80.0400.0800.07Diabetes11
40.090.140.0800.14Total cholesterol12
30.110.020.090.220.10Blood pressure13

eRisk factor importance
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of any of the algorithms applied. The history of cigarette 
consumption was the most important risk factor associated 
with the development of MI. Since cigarette consumption 
is a modifiable behavior, policymakers in the area of health 
should focus on this issue, implement educational and 
modifying programs on high‑risk behavior and thus help to 
reduce the risk of development of CVDs.

Limitations of the Study: Data quality control is 
important for increasing the quality of data including data 
completeness.[32] The limitation of the study includes a 
large number of fields with missing values in the initial 
information relating to the patients. To compensate for 
this limitation and prevent the effect of such information 
on the process of education, information relating to a large 
number of patients was eliminated from the study. In order 
to improve the accuracy of the model, the recommended 
model can be taught using information relating to more 
patients so that it can have better accuracy in identifying 
unseen data.

Also, despite the proven advantages of using data mining 
techniques in predicting diseases and their relevant 
predictors, some physicians do not prefer to use some of 
these techniques (such as neural networks), due to their 
“Blackbox” entity. To facilitate this limitation, we used the 
Decision Tree algorithm (C5) which is more visible. But, 
the accuracy of this algorithm was not acceptable.
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