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Introduction
One of the growing global health problems 
is chronic kidney disease. Chronic kidney 
disease is associated with an increased 
mortality and risk of many diseases. More 
than two million people worldwide undergo 
dialysis or kidney transplants to survive, 
but it may represent only 10% of those who 
need treatment to survive. Every year, more 
than one million people in 112 low‑income 
countries die from untreated kidney failure. 
That is why the cost of dialysis or kidney 
transplant treatment is high.[1,2] In 2017, 
the number of people with chronic kidney 
disease worldwide was 69.75 million, 
causing 1.2 million deaths.[3]

So, early diagnosis, control, and 
management of chronic kidney disease are 
very important.[2] One of the best ways to 
reduce this mortality is early treatment.[4] 
But in developing countries, patients are 
treated in critical conditions. It is possible 
to build an automated system to identify 
patients with chronic kidney disease 
before reaching the final stage. To achieve 
this goal, patients’ clinical data such 
as age, sex, and blood pressure can be 
used.[5] Much research has been done on 
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the development of artificial intelligence 
systems that have solutions to the disease. 
Data mining or machine learning models 
play a vital role in predicting disease. Data 
mining models extract patterns by creating 
some mathematical approaches. Then these 
patterns are used to diagnose disease.[6‑8] 
Hippisley‑Cox J, Coupland presented a case 
study to predict chronic kidney disease at a 
local hospital in the UK. The study checks 
two new data mining algorithms that 
provide a basis for identifying high‑risk 
patients. It assesses more accurate track 
closer for reducing the risk of disease.[9] 
Tangri  et  al. developed prediction models 
using demographic, clinical, and laboratory 
data. The model consists of age, sex, 
glomerular filtration rate, albuminuria, 
serum calcium, serum phosphate, serum 
bicarbonate, and serum albumin.[10]

Many studies have applied different data 
mining techniques to predict chronic 
kidney disease. Here are some commonly 
used techniques. Artificial neural 
network  (ANN) is a mathematical model 
that works like human neurons. Neural 
networks are non‑linear statistical data 
modeling tools.[11] The perceptron neural 
network is the simplest neural network 
and exists as a single‑layer and multilayer 
perceptron  (MLP). The single‑layer 
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perceptron can only classify discrete linear problems, and 
for more complex problems, it is necessary to use more 
layers. A  multilayer perceptron consists of components of 
layers and weights. In general, in multilayer perceptron, 
there are three types of neural layers which are input 
layer, hidden layer(s), and output layer.[12] The neurons 
of the input layer receive the data and transmit it to the 
neurons of the first hidden layer through weight links. 
Here, the data are processed and the result is transmitted 
to the neurons in the next layer. Finally, the neurons 
of the last layer provide the output of the network.[13] 
Convolutional neural network  (CNN) is a mathematical 
structure that usually consists of three types of layers  (or 
building blocks): convolution, pooling, and fully connected 
layers. The first two layers, the convolution and pooling 
layers, perform feature extraction, while the third layer, 
a fully connected layer, maps the extracted features to 
the final output, such as classification.[14] Support vector 
machine  (SVM) technique is an efficient method for 
classification of linear and non‑linear data. This method 
first uses a non‑linear mapping to convert the initial 
data to high dimensions and then searches for the best 
separating hyperplane in the new dimension.[15] In fact, 
the purpose of the support vector machine is to create a 

decision boundary between two classes that allows the 
prediction of labels from one or more feature vectors 
and creates the maximum possible distance for the two 
classes of support vectors.[16] Random forest  (RF) is an 
ensemble learning method for classification and regression 
problems that builds several decision trees during training. 
The random forest algorithm injects a subset of randomly 
selected data into each of the decision trees. Each of the 
algorithms performs the learning operation. When a new 
dataset is given to the algorithm for prediction, each of 
these trained algorithms predicts a result. Finally, the 
random forest algorithm can select the category with the 
most votes by voting and place it as the final category for 
the classification operation.[17] The decision tree algorithm 
can predict qualitative variables in addition to quantitative 
variables. The result of implementing the decision tree 
algorithm is a set of logical conditions with a tree structure 
that is used to predict a feature. So that the data placed in 
the last leaves of this tree are labeled by one of the values 
of the target attribute. The decision tree algorithm works 
in such a way that it tries to minimize diversity  (in terms 
of target features) in the nodes. This non‑uniformity in 
the nodes can be measured using impurity measures, the 
most important and widely used of which is the Gini index. 
Often, the difference between the types of decision trees is 
the measurement of impurity, splitting and pruning of tree 
nodes. Two examples of decision tree algorithms include 
classification and regression tree (CART) and C4.5.[18,19]

This research reviewed and analyzed studies that have 
applied data mining techniques for predicting the disease. 
Finally, it provided a scientific framework for future 
research in this field.

Table 1: Number of records in each database
The number of recordsDatabase

57PubMed
137Web of Science
234Science direct
153Scopus
581Total

Figure 1: Extraction strategy of studies
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Table 2: Characteristics of the reviewed studies including names, techniques, datasets, and criteria
Title Authors Year Dataset Dataset size Techniques Criteria
A Dynamic Pooling‑based 
Convolutional Neural Network 
Approach to detect Chronic 
Kidney Disease

Navaneeth, 
et al.[20]

2020 School of Electronics 
Engineering, VIT 
University, India

172 instances 
of CKD 
patients

SVM ‑ CNN Accuracy
Sensitivity
Specificity

Risk Prediction for Early 
Chronic Kidney Disease: 
Results from an Adult Health 
Examination Program of 19,270 
Individuals

Shih, et al.[3] 2020 Adult Health 
Examination Dataset

19,270 
instances of 
CKD patients

CART, 
C4.5,
LDA1,
ELM2,

Accuracy
Sensitivity
Specificity
AUC

Chronic Kidney Disease 
Prediction Using Machine 
Learning Methods

Ekanayake, 
et al.[21]

2020 UCI CKD Dataset 400 instances 
of CKD 
patients

Decision tree, random 
forest, XGB3 extra tree, 
AdaBoost4, KNN5, 
NN6, linear SVC7, LR8, 
RBF9, Gaussian NB10

Accuracy
Sensitivity

Classification and Association 
Rule Mining 
Technique for Predicting 
Chronic Kidney Disease

Alaiad, et al.[22] 2020 UCI CKD Dataset 400 instances 
of CKD 
patients

NB, SVM, decision 
tree  
KNN 
JRip

Accuracy
Sensitivity
Specificity

Soft Clustering for Enhancing 
the Diagnosis of Chronic 
Diseases over Machine 
Learning Algorithms

Aldhyani, et al.[23] 2020 Diabetic Disease 
Dataset 
Breast Cancer Disease 
Dataset 
Kidney Disease Dataset

400 instances 
of CKD 
patients

Rough K‑means 
clustering  
SVM, NB, KNN 
random forest

Accuracy
Sensitivity
Specificity

Prediction of Kidney Disease 
Stages using Data Mining 
Algorithms

El‑Houssainy, 
et al.[2]

2020 UCI CKD Dataset 361 instances 
of CKD 
patients

PNN11

MLP  
SVM  
RBF

Accuracy
Sensitivity
Specificity

Development of an Ensemble 
Approach to Chronic Kidney 
Disease Diagnosis

Ayodele, et al.[24] 2020 UCI CKD Dataset 400 instances 
of CKD 
patients

NB 
KNN  
decision tree

Accuracy
Sensitivity
Specificity

Data Mining to Predict 
Early‑Stage Chronic Kidney 
Disease

Pintoa, et al.[25] 2020 UCI CKD Dataset 400 instances 
of CKD 
patients

SVM, KNN, J48 Accuracy
Sensitivity
Specificity

Optimization of C4.5 Algorithm 
using Meta Learning in 
diagnosing of Chronic Kidney 
Diseases

Nurzahputra, 
et al.[26]

2019 UCI CKD Dataset 400 instances 
of CKD 
patients

C4.5, C4.5 and 
multiboot, 
C4.5 and Bagging

Accuracy
Sensitivity
AUC

Rule Induction and Prediction 
of Chronic Kidney Disease 
Using Boosting Classifiers, Ant 
Miner and J48 Decision Tree

Islam, et al.[5] 2019 East West University 
(Bangladesh)

2800 instances 
of CKD 
patients

J48, ant miner, 
AdaBoost
logit boost

Accuracy

Comparative Study of Classifier 
for Chronic Kidney Disease 
Prediction using Naive Bayes, 
KNN, and Random Forest

Devika, et al.[27] 2019 UCI CKD Dataset 400 instances 
of CKD 
patients

NB, KNN  
random forest

Accuracy
Sensitivity

Early‑Stage Chronic Kidney 
Disease Diagnosis by Applying 
Data Mining  
Methods to Urinalysis, Blood 
Analysis, and Disease History

Akben.[28] 2018 UCI CKD Dataset 400 instances 
of CKD 
patients

K‑means, KNN, NB, 
SVM

Accuracy

Diagnosis of Chronic Kidney 
Disease Using Random Forest 
Classification

Balakrishna, 
et al.[29]

2017 UCI CKD Dataset 400 instances 
of CKD 
patients

Random forest
J48
NB tree
REP tree

Accuracy

1Latent Dirichlet allocation. 2Extreme learning machine. 3Extreme gradient boosting. 4Adaptive boosting. 5K‑nearest neighbors. 6Neural 
network. 7Support vector classifier. 8Logistic regression. 9Radial basis functions. 10Naive Bayes. 11Probabilistic neural network
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Methods
This study considers articles published in English between 
2016 and 2021 that use classification methods to predict 
kidney disease. PubMed, Science direct, Web of Science, 
and Scopus databases are considered as searchable 
databases.  [Table  1]. Table  1 shows the number of 
published studies between 2016 and 2021 in the mentioned 
dataset.

Search strategy

A combination of keywords and synonyms is searched 
based on Boolean logic  (OR). Search results are combined 
and searched using Boolean logic (AND).

Inclusion criteria

Studies in English between 2016 and 2021 using 
classification techniques for predicting kidney disease are 
included. Keywords searched:

(Kidney disease) AND  (Disease OR Diagnosis OR 
Prediction) AND (Data mining).

Exclusion criteria

Studies which are not in English language are not 
considered. Also, studies that have used transcript 
techniques to predict kidney disease are excluded.

Selection of studies

Duplicate records are removed, and then the title and 
abstract of the remaining studies are considered based on 
input and output criteria. Unrelated studies were excluded 
in terms of title and abstract. Then the full text of the 
articles was considered, and then among the remaining 
articles, the articles whose full text was not related were 
deleted. Finally, the remaining articles were considered.

Data extraction and classification

Information on authors’ names, year of publication, dataset, 
risk factors, and techniques used, and evaluation criteria for 
each technique were extracted from the studies. The factors 
extracted by the researchers were then analyzed. Five 
hundred and eighty‑one studies were retrieved after the 
initial search. Finally, 20 cases had the necessary criteria to 
enter this study. Table 1 shows the number of initial studies 
retrieved from each database. Ninety‑four studies that were 
duplicates were excluded. The remaining studies (487) were 
reviewed and evaluated based on the title and abstract, and 
416 studies were excluded. After studying the full text of 
the remaining studies (71 cases), 58 studies were excluded, 
and finally, 13 studies were selected [Figure 1].

Results
After searching and evaluation, the final analysis was 
performed on 13 articles. Findings were presented in five 
sections: risk factors, datasets, data mining technique, the 
best performance of the techniques in terms of accuracy, 

sensitivity, specificity, area under the curve, and the criteria 
used.

In total, after reviewing the articles, 13 articles in the field 
of data mining on chronic kidney disease were obtained, all 
of them were in English.

The results of the studies on data mining techniques 
used in these studies are also presented in Table  2. 
According to these studies, a total of 24 techniques were 
used in these studies. Support vector machine  (seven 
studies), Naive Bayes  (seven studies), and k‑nearest 
neighbor  (seven studies) had the highest frequency. 
Random forest was used in four studies, and data mining 
techniques of neural network and decision tree were 
applied in three studies.

Table 2 shows the criteria used to measure the performance 
of algorithms in studies. Accuracy had the highest use with 
13 studies. Sensitivity with ten studies and specificity with 
seven studies are the second and third most used measure. 

Table 3: Risk factors used in studies and their use
Risk factor Frequency
Albumin (AL) 12
Age 11
Red blood cells (RBC) 11
Pus cell (PC) 11
Serum creatinine (SC) 11
Blood pressure (BP) 10
Specific gravity (SG) 10
Sugar (SU) 10
Pus cell clumps (PCC) 10
Bacteria (Ba) 10
Blood glucose random (BGR) 10
Blood urea (BU) 10
Hemoglobin (Hgb) 10
Diabetes mellitus (DM) 10
Sodium (Sod) 9
Potassium (Pot) 9
Packed cell volume (PCV) 9
Hypertension (Htn) 9
White blood cell count (WC) 8
Red blood cell count (RC) 8
Appetite (Appet) 7
Coronary artery disease (CAD) 6
Pedal edema (Pe) 6
Anemia 6
Sex/gender 2
High‑density lipoprotein cholesterol (HDL‑C) 1
(LDL‑C) Low‑density lipoprotein cholesterol 1
Proteinuria 1
Urine protein and creatinine ratio (UPCR) 1
Total cholesterol (T‑CHO) 1
Glomerular filtration rate (GFR) 1
Arterial blood vessel sickness 1
Relative density 1
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The area under the curve with two studies had the least 
application in the studies.

According to Table 2, the UCI dataset (ten studies) had the 
highest frequency among all datasets. The other datasets 
were used in only one study.

Also, according to Table 3, a total of 33 risk factors related 
to chronic kidney disease were considered in the studies. 
The most frequent measures are albumin  (12 studies), 
age  (11 studies), red blood cells  (11 studies), pus cells 
(11 studies), and serum creatinine (11 studies).

The above factors can be classified into three 
categories. They include demographic characteristics, 
symptom, examination characteristics, and experimental 
characteristics.

The results obtained for the number of best performance 
of data mining techniques in terms of accuracy, sensitivity, 
specificity, and area under the curve are given in 
Table  4. Among the studies, the random forest technique 
(three cases) and the k‑nearest neighbor technique 
(two cases) had the highest number of best performances 
for the accuracy. The random forest technique  (two cases) 
had the highest number of best practices for sensitivity.

Discussion
Albumin factor has been used the most in data mining 
studies, and this factor has been used in 92% of studies. 
Albumin determines the amount of protein excreted in 
the urine of a person that if the excretion amount of this 
substance is not normal, it will increase the risk of kidney 
disease. Age along with red blood cells, pus cells, and 
serum creatinine was used in 84% of the studies. Studies 
show that people with kidney failure have shorter lifespan 
of red blood cells than others. In fact, it can be said that 
the study of these blood cells can be an effective factor in 
identifying this disease.[30] Studies have also shown that 
older people are more prone to kidney disease.[31] Other 
factors, such as salt intake, have been used in approximately 
70% of studies. The kidney is the part of the body that 
suffers the most from salt intake. In fact, too much salt can 
cause the kidneys to excrete waste products and lead to 
kidney failure.

In this study, UCI dataset is the most common datasets 
and was used in more than 50% of the articles. The 
distinguishing feature of this collection from other 
collections is the easy access and freeness. That is why 
many researchers are willing to use this collection. 

Table 4: Data mining techniques and number of best performances
Technique The number of the 

best performance in 
terms of accuracy

The number of the 
best performance in 
terms of sensitivity

The number of the 
best performance in 
terms of specificity

The number of the 
best performance 
in terms of AUC

SVM with RKM 1 1 1 1
SVM‑CNN 1 1 1 1
NB ‑ ‑ ‑ ‑
KNN 2 1 1 ‑
Random subspace ensemble technique and KNN 1 1 1 ‑
Random forest 3 2 ‑ ‑
PNN 1 1 1 ‑
NN ‑ ‑ ‑ ‑
Decision tree ‑ ‑ ‑ ‑
C4.5 1 1 1 ‑
j48 1 1 1 ‑
RBF ‑ ‑ ‑ ‑
K‑Means ‑ ‑ ‑ ‑
LR ‑ ‑ ‑ ‑
CART ‑ ‑ ‑ ‑
MLP ‑ ‑ ‑ ‑
LDA ‑ ‑ ‑ ‑
ELM ‑ ‑ ‑ ‑
XGB extra trees 1 1 ‑ ‑
AdaBoost ‑ ‑ ‑ ‑
JRip ‑ ‑ ‑ ‑
C4.5 and multiboot ‑ ‑ ‑ ‑
C4.5 and bagging 1 1 1 ‑
Ant miner 1 1 ‑ ‑
AdaBoost ‑ ‑ ‑ ‑
Logit boost 1 1 ‑ ‑
REP tree ‑ ‑ ‑ ‑
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The point, of course, is that facilitating data access can 
be an important step in using data mining techniques. 
Twenty‑seven data mining techniques have been applied 
in 15 studies. Of course, techniques such as support vector 
machine, Naive Bayes, and k‑nearest neighbor have been 
used in more than 50% of studies. The results show that 
besides seeking to extract different patterns in renal patients, 
the studies also sought to improve the performance of data 
mining techniques in terms of accuracy. So, it can be said 
that the techniques finally had the best performance in one 
or two studies, and it is not possible to suggest a specific 
technique for all datasets.

Conclusions
Techniques such as random forest and k‑nearest neighbor 
have the highest number of best performances than other 
techniques for predicting kidney disease, although they 
are not very far from other techniques. The use of these 
techniques along with techniques such as support vector 
machines that have performed well in various fields of 
medicine can provide a good basis for clinicians in the 
field of kidney disease to study and evaluate risk factors.

In fact, in the future it is possible to design decision support 
systems that take risk factors such as age, salt intake, 
albumin, red blood cells, pus cells, and serum creatinine 
from the input. The system then predicts based on these 
factors how much a person will be at risk for kidney 
disease in the future. Also, reviewing larger databases in 
the field of kidney disease can help to better analyze the 
disease and ensure the risk factors extracted.
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