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Introduction
Tobacco use is among the public health 
threats worldwide. Based on the World 
Health Organization  (WHO) report, 22% 
of the world’s population aged  +15 are 
tobacco consumers. This preventable 
problem causes six million deaths each year 
and despite global efforts towards building 
awareness of smoking risks, eight million 
annual deaths are predicted by 2030.[1‑3]

Most tobacco consumers start smoking 
during adolescence and before the age 
of 18.[4] The highest rates of adolescent 
smoking occur during the transition from 
middle to high school when particular 
physical, cognitive, and emotional changes 
happen[5] and the development of detrimental 
behavior in this period could contribute to 
serious health issues and unhealthy lifetime 
patterns.[6] Two major groups of influencing 
factors on smoking trends in adolescents are 
individual and environmental factors. The 
first group includes depressive symptoms, 
lack of self‑efficacy, attitude toward 
smoking, and risky behavior. The second 
group includes peer influence, familial, and 
school factors.[7,8]
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Abstract
Background: Considering the increasing prevalence of adolescent smoking in recent years, this 
study proposes a machine learning  (ML) approach for distinguishing adolescents who are prone to 
start smoking and those who do not directly confess to smoking. Methods: We used two repeated 
measures cross‑sectional studies, including data from 7940 individuals as distinct training and test 
datasets. Utilizing the randomized least absolute shrinkage and selector operator (LASSO), the most 
influential factors were selected. We then investigated the performance of different ML approaches 
for the automatic classification of students into smoker/nonsmoker and low‑risk/high‑risk categories. 
Results: Randomized LASSO feature selection prioritized 15 factors, including peer influence, risky 
behaviors, attitude and school policy toward smoking, family factors, depression, and sex as the most 
influential factors in smoking. Applying different ML approaches to the three study plans yielded an 
AUC of up to 0.92, sensitivity of up to 0.88, PPV of up to 0.72, specificity of up to 0.98, and NPV 
of up to 0.99. Conclusions: The results showed the capability of our ML approach to distinguish 
between classes of smokers and nonsmokers. This model can be used as a brief screening tool for 
automated prediction of individuals susceptible to smoking for more precise preventive intervention 
plans focusing on adolescents.
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Two steps of providing effective preventive 
intervention plans aimed at adolescents 
are  (i) detecting the main discriminative 
factors, and  (ii) screening of the tobacco 
users. Screening is particularly important 
as the identified individuals may receive 
well‑timed interventions. Brief screening 
tools with the ability to efficiently identify 
tobacco or other substance use disorders 
have been developed.[9‑11] However, these 
tools are mostly based on direct questions 
about the status of usage and are not 
based on individual characteristics and risk 
levels. Hence, the current brief screening 
tools cannot appropriately guide clinical 
interventions.

To identify individuals at risk of smoking 
initiation, the “susceptibility to smoking 
index” has been introduced. Susceptibility 
to smoking is based on three questions: 
“Do you think that in the future you might 
experiment with cigarettes?”; “At any time 
during the next year do you think you will 
smoke a cigarette?” and, “If one of your 
best friends were to offer you a cigarette, 
would you smoke it?”.[12] It was shown 
that this index only identifies one‑third 
of future smokers. Furthermore, adding 
curiosity to the original susceptibility to the 
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smoking index could increase the sensitivity of the index. 
However, this index lacks well‑known factors of smoking 
initiation[12‑14] and is based on leading questions that are not 
appropriate for assessing adolescents who do not want to 
confess to smoking or identify as future smokers. Another 
study utilized a bootstrap‑enhanced least absolute shrinkage 
operator to select the most influential factors in initiation 
usage and ended up with a brief prognostic tool to identify 
adolescents at risk of transitioning from never to ever 
smoking.[15] However, the current smokers individuals were 
completely excluded from the study. This selective strategy 
could insert bias into the results and hence yield wrong 
predictions.[16]

The main aim of our study is to provide a brief automatic 
screening tool with the ability to predict the smoking 
status (SS) of adolescents based on indirect questions about 
personal factors. To gain sensitivity and specificity, we took 
advantage of machine learning  (ML) methods not only for 
automatic feature selection but also for the classification of 
adolescents into smokers and nonsmokers.

Methods
Datasets of smoker and nonsmoker adolescents

We used the data from the two phases of a repeated 
measure cross‑sectional study entitled “Isfahan Tobacco 
Use Prevention Program  (ITUPP),” which was originally 
designed to investigate SS in adolescent students. The two 
separate phases of this study were conducted in Isfahan, 
Iran in 2010 and 2015. More details about the design and 
conduct of ITUPP can be found elsewhere.[8] In brief, a 
multistage stratified cluster random sampling procedure was 
designed to select the adolescent students. This procedure 
was conducted using repeated measures for the selection 
of 5408 and 2682 students in 2010 and 2015, respectively. 
Data collection was based on a self‑administered 
questionnaire which is comprised of 119 questions. The 
questionnaire tries to investigate different influential 
factors on smoking as follows.  (I) Social factors include 
peer smoking and perceived social norms of smoking.  (II) 
Family factors include family SS, parental advice, and the 
ability of the parents to prevent family conflict. (III) School 
policy toward smoking control includes teacher SS, rules 
of school about smoking, and the student’s attitude toward 
school smoking policy.  (IV) Psychological factors include 
refusal skills, self‑efficacy, risk‑taking, smoking intention, 
SCL‑90 depression subscale, and general self‑efficacy 
scale.  (V) Attitudinal and belief factors toward smoking. 
Furthermore, SS for cigarette and water pipe separately 
was asked directly and classified into five subgroups as[1] 

never smoker,[2] tried at least one puff,[3] tried at least once 
a month but less than once a week,[4] tried at least once 
a week but less than once a day, and[5] at least once a 
day.[8,17] Students with no responses to these two questions, 
were eliminated from the study, and the study population 
was reduced to 5336 and 2604 individuals for the phases 
of 2010 and 2015, respectively.[8] The study of ITUPP was 
approved by ethic committee of the Isfahan University of 
Medical Science (87139).

Experimental setting

To avoid leakage in the evaluation of any ML method, the 
training and test datasets should be completely independent. 
Thus, we considered the independent datasets of 2010 and 
2015 of ITUPP as ‘training’ and ‘test’ datasets, respectively.

We assessed 119 questions as well as two scores  (family 
conflict and risky behavior scores) for each individual 
as input features. The questionnaire has also two other 
questions asking the individuals’ current SS including 
cigarette and water pipe separately. Considering the main 
aim of this study which is focused on the prediction of SS 
of adolescents, the five subgroups according to individuals’ 
answers to SS questions  (see above) were merged in 
different ways to create three different binary outcome 
definitions  (OD) and were used as the ground truth for 
model evaluation  [Figure  1]. Hence, our classification task 
forms a two‑class problem. In this way, the intermediate 
individuals  (i.e.,  occasional users and trainers) which are 
always difficult to identify, were merged into either smokers 
or nonsmokers based on three different ODs, as described 
below, to eventually end up with two classes of SS per OD. 
We then evaluated different ML methods (classifiers) in the 
prediction of SS in the three ODs.

In the first OD  (OD1), models were constructed based on 
two classes of ‘never smokers’ and ‘smokers’. Class  1, 
i.e.,  ‘never‑smokers’, contains the students using neither 
cigarettes nor water‑pipe  (choosing item 1 to question 
about their current SS). Class  2, i.e.,  ‘smokers’, contains 
individuals either using cigarettes or water pipes  (choosing 
items 4 or 5). In this situation, individuals with other 
responses  (occasional users and trainers) were dropped 
from the investigated population.

The second OD  (OD2) is focused on discriminating the 
‘low‑risk’ individuals from ‘high‑risk’ individuals. In this 
plan individuals responding neither use of cigarettes nor 
water‑pipe  (choosing item 1) were considered as class  1, 
i.e.,  ‘low‑risk’, whereas others including occasional 
users, trainers, and smokers were considered as class  2, 
i.e., ‘high‑risk’ individuals.
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The third OD  (OD3) is focused on smokers so that the 
individuals who tried at least once a week but less than 
once a day, or at least once a day  (choosing items 4 or 
5) were considered as ‘smokers’  (class  2) while others 
including occasional users, trainers, and never‑smokers 
were considered as ‘nonsmokers’ (class 1).

Selection of influential features

The process of selecting the most significant subset of 
the existing variables without transforming them leads to 
an improved feature space that makes the model easier to 
interpret, reduces overfitting, and enables the algorithms 
to work faster. Traditional feature selection methods that 
are based on an evaluation of specific criteria consider 
each variable independently.[18] In contrast, there are other 
groups of feature selection methods such as weighted 
naive Bayes[19] and Least Absolute Shrinkage and Selection 
Operator (LASSO)[20] which search for an optimal subset of 
features, within the classifier construction. These selection 
methods have become popular due to their joint feature 
selection property.

Here we used a well‑known extension of LASSO, named 
randomized LASSO,[21] as the feature selection step to find 
the most influential factors. The important characteristic of 
randomized LASSO is the stability of selection. The main 
idea of the LASSO is forcing the L1 constraint on the 
model parameters that can deal with the multi‑co‑linearity 
in the data matrix while penalizing the coefficients of the 
regression variables shrinking some of them to zero. The 
variables with non‑zero coefficients would be selected. 
The high‑level idea of randomized LASSO is to apply the 

LASSO on various subsets of data and different subsets of 
features. After repeating this process a number of times, 
the most frequently selected features would be recognized 
as the most important features.[21,22] Stability selection 
results in much less sensitive features to the choice of the 
regularization.[18]

Classification problem

To achieve the best results, five classifiers including Logistic 
Regression  (LR),[23] Support Vector Machine  (SVM),[24] 
Random Forest Classifier  (RFC), Adaptive Boosting 
Classifier  (ABC),[25] and Gradient Boosting 
Classifier  (GBC)[26] were investigated. A  brief introduction 
to the utilized classifiers is provided in the Appendix.

After finding the most influential factors in the prediction 
of smoking usage using the randomized LASSO feature 
selection method, the classification of individuals was 
performed based on the selected features in conjunction 
with five classifiers. We repeated the same procedure for 
each of the three above‑mentioned ODs. Grid search[27] 
and cross‑validation on the training dataset were then 
used to set the parameters of each classifier to attain 
its best performance. The results of the classifiers were 
evaluated based on five criteria including Area Under the 
receiver operating characteristic curve  (AUC), sensitivity, 
specificity, Positive Predictive Value  (PPV), and Negative 
Predictive Value  (NPV). The flowchart of the proposed 
method is summarized in Figure 2.

Results
We included 7940 individuals of ITUPP comprising 

Figure 1: Description of the three output definition (OD)
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5336 and 2604 individuals for the phases of 2010 and 
2015, respectively.[8] Of all participants, 4002  (50.4%) 
were girls and 3938  (49.6%) were boys, and 4610  (58%) 
were high school students and 3330  (42%) were more 
junior students  (so‑called guidance school). Details of 
the study population and distribution of the individuals 
in the three described plans  (ODs) are summarized in 
Table 1 and Figure 1, respectively.

Feature selection

To prioritize the list of 119 features and find the most 
influential factors on tobacco usage and end up with a stable 
set of features, we applied randomized LASSO to create 
1000 models based on 75% of randomly selected samples 
and features. In this step, we used the target groups of 
OD1 consisting of two completely separate groups, ‘never 
smokers’ and ‘smokers’ to help the algorithm find the more 
discriminative features. The algorithm could eventually 
find 15 questions belonging to most of the assessed fields 
but especially has pointed towards 1) Peer Influence  (PI), 
2) School Policies toward smoking  (SP), 3) Family 
factors  (F), 4) Risky Behaviours  (RB), 5) Attitude toward 
smoking (A), 6) Depression (D) and, 7) Sex (S). The set of 
15 selected questions are listed in Table 2. Figure 3 shows 
the average answers of the participants to the 15 selected 
questions per two completely distinct groups, ‘never 
smokers’ and ‘smokers’.

Classification of individuals

As shown in Table  3, in OD1, where the intermediate 
level of the spectrum of SS is ignored, all of the reported 
classifiers had a high ability to discriminate ‘never 
smokers’ from ‘smokers’. All of the classifiers resulted 
in an AUC of more than 0.90, specificity of more than 
0.81, and NPV of more than 0.96.[23] Based on a one‑way 
Analysis of Variance  (ANOVA), there is no significant 
difference between the results of the different investigated 

classifiers  (P  Value  =  0.99). Considering the sensitivity, 
SVM, LR and, RFC achieved higher values. As shown 
in Figure 1, the prevalence of class  2  (‘smokers’) in OD1 
is about 10% both in the training and test data. Here we 
see a trade‑off between sensitivity and PPV which can 
be due to the low prevalence of smokers. Depending 
on the goal of screening, if PPV is more important than 
sensitivity, ABC and GBC are the selected methods with 
PPV of 0.64 and 0.62, respectively. The experiments 
including training and testing the model, were repeated 
10  times for all of the classifiers and ended up with a 
variance of  <0.01 confirming the repeatability of the 
models. Besides, a Chi‑Squared test was applied to all the 
selected features comparing class  1 and class  2. For all 
the features there are significant differences between the 
mean features of the two groups of ‘smokers’ and ‘never 
smokers’ (P value <0.001).

Since the inclusion of occasional users and trainers in 
the test population could change the problem, we also 
investigated OD2 and OD3  (see Methods section) by 
inversely including the occasional users and trainers in 
class  2  (OD2) or class  1  (OD3). In OD2, the AUC of 
all classifiers is more than 0.81 which shows the high 
performances of the models. However, the AUC of the 
models in this OD is about 0.10 less than the AUCs of 
OD1 which can be due to the inclusion of borderline 
users, i.e.,  occasional users and trainers. Based on the 
second section of Table  3, RFC, LR, and SVM obtained 
the highest sensitivity of 0.74, 0.73, and 0.72, respectively, 
and GBC and ABC achieved a specificity of more than 

Figure 2: Flowchart of the proposed method. The utilized classifier are 
Logistic Regression Classifier  (LRC), Support Vector Machine  (SVM), 
Random Forest Classifier (RFC), Gradient Boosting classifier (GBC), and 
AdaBoost Classifier (ADB). The performance evaluation metrics are: Area 
Under Curve (AUC), Sensitivity, Specificity, Positive Predictive Value (PPV) 
and Negative Predictive Value (NPV)

Figure 3: Average of the answers to the 15 selected variables, in training 
and test data sets. PI, Peer Influences; SP, School Policies toward smoking; 
A, Attitude toward smoking; F, Family factor; RB, Risky Behaviors; 
D, Depression; and S, Sex. Figures  (I) and  (II) are related to the study 
population of 2010 (Training samples) and, Figures (III) and (IV) are related 
to the study population of 2015 (Test samples)
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0.86. The inclusion of occasional users and trainers into 
this OD increased the prevalence of class 2 to about 36% 
which caused a sizable increase in PPV to more than 
0.62. The Chi‑square test of all the features in this OD 
resulted in a P value <0.001 for all of the features except 
for one of the attitude questions, which asks individuals’ 

opinions about the effects of smoking on the health of 
non‑smokers.

In OD3, the same as OD1 and OD2, high AUC  (more 
than 0.85) achieved for all of the classifiers. As 
shown in Table  3, SVM, LRC, and RFC reached the 

Table 2: The set of 15 selected questions as the most influential factors on tobacco usage
Feature category Name Questions Response categories
Peer Influence PI1 How many of your friends smoke? 1) None 

2) About half 
3) Almost all

PI2 The percentage of your peers you think they have 
experienced smoking (even a puff).

1) Less than 30% 
2) Between 30% ‑60% 
3) More than 60%

School Policies 
Toward Smoking

SP1 Do any of your teachers smoke? 1) Less than half 
2) About half 
3) More than half

SP2 At our school the students themselves work hard to 
prevent smoking at school. 

1) Agree 
2) No idea 
3) Disagree

Attitude Toward 
Smoking

A1 Sometimes I feel like I need a cigarette or a puff of 
water pipe.

1) Disagree 
2) No idea 
3) Agree

A2 Smoking also affects the health of non‑smokers. 1) Agree 
2) No idea 
3) Disagree

A3 I like water pipe because of its smoke. 1) No 
2) Yes

A4 I like water pipe because of its smell. 1) No 
2) Yes

A5 Water pipe is useful for relieving boredom and 
reducing stress.

1) No 
2) Yes

Family factors F Does your sibling smoke cigarette or water pipe? 1) No 
2) Yes

Risky Behaviors RB1 It’s worth to be in trouble for fun and entertainment. 1) Rarely 
2) Sometimes 
3) Usually

RB2 I like to take risks. 1) Rarely 
2) Sometimes 
3) Usually

RB3 I enjoy doing things that others believe should not 
be done

1) Rarely 
2) Sometimes 
3) Usually

Depression D You’ve felt less energized or less active in the past 
month.

1) No 
2) Yes

Sex S What is your sex? 1) Female 
2) Male

Table 1: Distribution of the two study populations
Feature Subcategory Study Population of 2010 Study Population of 2015

Girl (n) (%) Boy (n) (%) Girl (n) (%) Boy (n) (%)
Age (Mean±SD) 15.3+1.78 15.44+1.6 15.32+1.6 15.3+1.65
Educational 
Level

Guidance school 1204 (22.6) 1198 (22.5) 463 (17.8) 465 (17.8)
High school 1462 (27.4) 1472 (27.5) 873 (33.5) 803 (30.8)

Residency 
Area

Urban 2375 (44.5) 2368 (44.4) 1149 (44.3) 1086 (41.4)
Rural 291 (5.4) 302 (5.7) 187 (7.1) 182 (7.2)
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highest sensitivity of 0.86, 0.85 and 0.83, respectively. 
Furthermore, the specificity and NPV of more than 
0.74 and 0.98 achieved for the mentioned classifiers. 
However, the low prevalence of the class  2  (<6%) 
resulted in low PPV. The Chi‑squared test of features 
was significant  (P  value  <0.001) confirming the 
significant difference between the mean of smoker class 
and nonsmoker.

Discussion
In this study we took the advantage of ML to automatically 
predict adolescent’s SS using a set of indirect questions. 
This prediction model can be then used for appropriate 
intervention in the adolescent populations.

To avoid tiredness of the respondent and hence, imprecise 
answers, we tried to introduce a brief and comprehensive 
questionnaire that can be used for the prediction of individuals’ 
SS and identification of high‑risk individuals. To find the 
most influential factors in tobacco use of adolescents, we 
used the randomized LASSO method and ended up with a 
15‑item screening questionnaire. These 15 selected features 
interestingly cover different affective fields on smoking 
including 2 peer influence items, 2 school policies toward 
smoking items, 3 risky behaviour items, 5 attitudes toward 
smoking items, 1 family factor item, and 1 depression 
item and sex  [Table  2, Figure  3]. Several other studies have 
identified peer influence[14,28‑32] and sex[14,15,31‑33] as the effective 
factors for smoking experimentation. Depression,[15,29,30] risky 
behaviours,[15,34] family factors,[30,32] attitudes[14,29,32], and school 
policies toward smoking[33,35] have also been shown to be 
associated with smoking in several studies.

Our model is similar to two other studies that also introduced 
a risk model for predicting 1‑year risk of smoking initiation. 

Sylvestre et  al.[15] investigated the effect of alcohol use in 
smoking initiation and found it as one of the main items of 
their model. However, as alcohol use is illegal in our study 
population, this factor was not considered in our study. The 
second study, Talluri et  al.,[32] also considered cognitive 
susceptibility in the model. Although our randomized 
LASSO found cognitive susceptibility as an influential 
factor in the identification of susceptible individuals to 
smoking, but due to the directive nature of this factor, we 
eliminated it from our final model based on the expert 
comment. However, if inserting this question into the 
model, the sensitivity of our model would increase.

Based on the different patterns of classes shown in 
Figures  3, questions related to peer influence, school 
policies and risky behaviours toward smoking can be 
underscored as the more discriminative factors.

To automatically predict adolescent’s SS, we examined 
three distinct ODs, so that (i) in the first OD we overlooked 
the borderline group of trainers and occasional users, (ii) in 
the second OD we merged the trainers and occasional users 
with the high‑risk group  (class  2), and  (iii) in the third 
OD we considered the borderline group as the nonsmoker 
group  (class  1). Based on our results, the introduced 
models could reach AUC of more than 0.80 which shows 
the high ability of introduced classifiers in discriminating 
low‑risk and high‑risk individuals or nonsmoker and 
smoker individuals for further intervention.

Our proposed models could provide high sensitivity, the 
low prevalence of smoking in the population resulted 
in lower PPV of the classifiers. However, we think 
an appropriate population‑based intervention program 
aims towards successful identification of true negative 
individuals, i.e.,  nonsmokers, who do not need further 

Table 3: The results of classification of adolescents in 3 described plans
OD Explanation Classifier AUC Sensitivity Specificity PPV NPV
OD1 Class 1:

Never smokers
Class 2 :
Smokers

LR 0.92 0.88 0.81 0.30 0.99
SVM 0.92 0.88 0.84 0.34 0.99
RFC 0.93 0.87 (±0.01) 0.84 (±0.01) 0.34 (±0.01) 0.99
ABC 0.92 0.61 0.97 0.64 0.96
GBC 0.92 0.59 (±0.01) 0.96 (±0.01) 0.62 (±0.01) 0.96

OD2 Class 1:
Never smokers
Class 2:
Occasional users, trainers, smokers

LR 0.81 0.73 0.73 0.62 0.82
SVM 0.82 0.72 0.76 0.64 0.82
RFC 0.81 0.74 (±0.01) 0.73 (±0.01) 0.62 (±0.01) 0.83
ABC 0.81 0.58 0.87 0.72 0.78
GBC 0.81 0.58 (±0.01) 0.86 (±0.01) 0.70 (±0.01) 0.78

OD3 Class 1:
Never smokers, occasional
users, trainers
Class 2: Smokers

LR 0.88 0.85 0.74 0.17 0.99
SVM 0.88 0.86 0.77 0.19 0.99
RFC 0.88 0.83 (±0.01) 0.79 (±0.01) 0.19 (±0.01) 0.99
ABC 0.85 0.33 0.98 0.53 0.96
GBC 0.87 0.41 (±0.02) 0.97 (±0.01) 0.49 (±0.02) 0.96

The results are the mean of 10 repetitions of experiments. Not‑mentioned standard deviation are less than 0.001. OD indicates outcome 
definition; AUC, area under the curve; PPV, positive predictive value; NPV, negative predictive value; LR, logistic regression; SVM, 
support vector machine; RFC, random forest classifier; ABC, adaptive boosting classifier; and GBC, gradient boosting classifier
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intervention. The rest, including true positive and false 
positive individuals can be then followed‑up for further 
interventions. All these mean that high AUC, high 
specificity and very high NPV of our models promise 
successful identification of true negative individuals and 
hence, further preventive interventions can be appropriately 
aimed towards susceptible individuals While we used 
a large validated data set to test and train the models in 
this work, this data set imposed two constraints on the 
study, which if removed in future studies could result in 
more precise and upgraded models. The models’ prediction 
capacity is limited by cross‑sectional data sets, and using 
longitudinal data sets could better confirm the potential of 
ML applications. Furthermore, the study’s nationwide scope 
could be a limitation for social science research. However, 
the main aim of this study is focused on the concept prove 
of ML utilization in the field of prediction of individuals’ 
SS, which might also be applied to the study of other social 
behaviours.

Conclusions
In this study we investigated two repeated measures 
cross‑sectional studies including 7940 individuals and 
applied the randomized LASSO method to extract the 
most influential factors on smoking and eventually 
introduced a 15‑item tobacco screening questionnaire. 
Then, the application of different ML classifiers in the 
automatic prediction of adolescents’ SS was investigated. 
All different plans of our study yielded high AUC, high 
specificity, and very high NPV. Our proposed ML based 
method provides an automatic screening tool geared 
toward distinguishing high‑risk individuals who need 
further interventions.
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Appendix
A brief introduction to the utilized classifiers

Logistic Regression (LR)

Logistic regression  (LR) is one of the first supervised learning type algorithms that due to its efficient, straightforward 
nature and easy implementation is commonly used for the predicting dichotomous targets. Utilizing a logit function, linear 
regression could transform to logistic regression.[23]

Support Vector Machine (SVM)

One of the best‑known ML methods is SVM which can be used in both regression and classification problems. The 
main idea of SVM as a classifier is seeking the optimal separating hyper‑plane between observations of different classes 
with the largest possible amount of margin. Utilization of soft margin concept lets the SVM to accept some amount of 
misclassification to get the separating hyper‑plane in case of mixing the class of marginal data. To provide a solution for 
non‑linear separable data, SVM uses the kernel trick that projects the data to a higher‑dimensional space. This projection 
could help to find the separating hyper‑plane. Here we used Radial Based Function (RBF) as the kernel of SVM.[24]

Random Forest Classifier (RFC)

The major reasons of difference between the prediction of different classifiers return to bias and variance of the models 
and one of the best methods to reduce these factors is ensemble methods. An ensemble uses combinations of classifiers to 
give the final results instead of relying on one single classifier. Two class of ensemble techniques are bagging and boosting. 
In the bagging technique, aggregation of different classifiers could be performed using methods such as model averaging 
or voting, while in boosting, the classifiers are not made independently, rather in a sequential manner the misclassified 
observation by any classifier is learned by the subsequent classifier. RFC is a bagging technique that is flexible and easy 
to use. For different sets of randomly selected data samples  (created by replacement), RFC creates decision trees, gets the 
prediction from each tree and, find the best solution by means of voting.

Adaptive Boosting Classifier (ABC)

ABC was the first realization of boosting technique with great successes. The main idea in ABC is defining weights for 
observations and classifiers. At each iteration, it puts more weight on harder instances defined by the previous iteration so 
that the current classifier be more focused on those instances to get better classification results. Further to weighting the 
observation, the weight assigned to each classifier is updating iteratively according to its accuracy. Finally, for the new 
observations, the prediction is done using the voting strategy among the base classifiers.[25]

Gradient Boosting Classifier (GBC)

Gradient boosting classifier is another classifier of boosting family that consecutively fits base learners to reach a more 
accurate result. In GBC the new base‑learners are constructed so that the negative gradient of the loss function respect to 
the prediction be minimized. By training later models on the gradient of the error with respect to the loss predictions of the 
previous model, the model has learned to correct the mistakes of the previous model.[26]


